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Machine Learning (ML) techniques for time series prediction are becoming increasingly 

accurate and helpful, particularly in considering climate change. As more methods are 

developed, it follows that differentiating between them is becoming increasingly more 

important as well. This work took a local temperature time series as a dependent variable 

and a collection of relevant climatology time series as independent variables and applied 

leading Machine Learning methods to them. The six methods tested included four simple 

models: Linear Regression (L.R.), k-Nearest Neighbor (kNN), Support Vector Machine 

(SVM), and Artificial Neural Network (ANN), In addition of two ensemble model 

methods: Random Forest (R.F.) and Adaptive Boosting (AdB). Results compared all the 

method's training and predictive performances to evaluate the method's overall 

effectiveness in forecasting the average daily temperature value. Actual data was used to 

train each of the mentioned ML methods, and then they were used to predict the future 

temperature in the study area. The analysis revealed that out of the six methods tested, the 

Artificial Neural Network outperformed the others in both training and prediction of 

temperature values in the Memphis, TN climate. 

1. Introduction 

Tracking and predicting temperature fluctuations 

plays a vital role in studying future climate patterns. 

These days, climate change and global warming are 

hot issues worldwide since their negative impact 

alters human lives [1]. Climate change is projected to 

increase the risk of water-related disasters such as 

urban floods and severe droughts [2–4] or has an 

intense effect on rivers' water quality in many regions 
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around the globe [5]. Having a strong understating of 

the future, particularly around temperature change, is 

paramount in helping decision-makers evaluate and 

reduce the effects of climate change and increase the 

reliability and sustainability of infrastructure [6–8]. 

In assessing the quality of human life, the 

temperature is known to be essential. Therefore, a 

reliable and accurate framework to accurately predict 

the air temperature in the future is of high importance 

[9]. Such predictions with 100% accuracy may be 
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impossible, but the forecasting errors can be 

minimized, or the forecasting speed can be intensified 

[10, 11]. 

The current demand for this kind of information has 

promoted the development of new means of prediction and 

data processing and resulted in new specialized tools and 

methods being presented [12–14]. During the last twenty 

years, these new tools, called Machine Learning (ML) 

methods, have shown their capabilities and accuracy in 

different science and engineering fields, such as 

forecasting, predicting, and pattern recognition problems 

[15–18]. Many studies used ML methods and algorithms 

to predict natural phenomena such as temperature, 

dewpoint, precipitation, and soil temperature.  

One of the long-standing and well-known ML 

methods used in many environmental areas is Linear 

Regression, applicable to single or multiple variable 

problems [19–21]. Another nonparametric ML method, k-

Nearest Neighbor (kNN), has been used chronically in ML 

literature to solve regression problems [22–24]. Support 

Vector Machine (SVM) regression is another method 

applied to find relations between inputs and outputs [24, 

25]. Finally, the Artificial Neural Network (ANN) is one 

of the most well-known and popular methods, capable of 

capturing nonlinear patterns in functional relationship 

features and targets. It has been applied to many ML 

problems in different areas [26–28].  

Researchers used the methods mentioned above to 

predict natural phenomena during recent years. [29] used 

Coactive Neuro-Fuzzy Inference System (CANFIS) to 

forecast the soil temperature in an arid and semi-arid area. 

Jain et al.  Jain et al.  [30]  developed an ANN model to 

predict wintertime air temperatures. They used the data 

from six hours prior to the prediction time, including 

relative humidity, wind speed, and solar radiation. Smith, 

McClendon, and Hoogenboom Smith, McClendon, and 

Hoogenboom [31] improved the former studies' 

predictions by extending the data lag to twenty-four hours, 

and they concluded that this duration improved the 

prediction accuracy. [32] used two ML methods, Support 

Vector Machine (SVM) regressions and Multi-layer 

Perceptron (M.L.P.), to predict the average mean monthly 

temperature in eight observational stations in Australia and 

two in New Zealand, with implications of detecting 

possible climate change signals in these regions. They 

concluded that SVM produced better predictions. [33] 

proposed a novel approach for air temperature prediction 

by combining the ANFIS and optimization algorithms. 

The proposed method showed an increase in the accuracy 

of the predictions. In another study, [34] used kNN and a 

pattern approximate matching machine-learning algorithm 

to predict the short-term air temperature. 

Literature reviews showed that despite numerous 

studies focused on using specific ML methods on 

predicting air temperature, few studies are comparing and 

evaluating the application of multiple ML methods in the 

same study [35]. Since, temperature has a direct effect on 

precipitation, which will create drought event, so different 

ML approaches would help in forecasting drought event 

[36]. This work could be used as reference for other 

hydrological and hydro-metrological parameters like 

rainfall, streamflow measurement etc. for this study 

region. Therefore, this study aims at analyzing the trends 

and patterns of the daily temperature data of the Memphis 

International Airport Weather Station with multiple ML 

methods. First of all, the historical data obtained and 

analyzed. Then six different ML methods were trained 

using the actual data. So, the predictive capability of the 

ML methods was then evaluated and compared. The 

models ' inputs were chosen based on previous studies and 

available data, the relative humidity, wind speed, dewpoint 

degree, 1-hour precipitation, and barometric sea pressure 

time series. Various performance indicators for the six ML 

predictions were used to identify the best ML method in 

the study. 

2. Methodology 

2.1. Study Area 

The Memphis International Airport is in the 

southern portion of Memphis, TN, as seen in Figure 1. 

Established in 1927, the airport now serves commercial 

and passenger flights in addition to being the "Super 

Hub" for FedEx. As the busiest cargo airport in the U.S. 

and with operations around the clock, the airport requires 

continuous data from the weather station, making it 

suitable for this project [37].  

Memphis itself sits east of the Mississippi River in 

the Mississippi Embayment, and the surrounding region 

has low elevations and small geological reliefs [38]. The 

climate is humid, with average yearly precipitation near 

143cm [39]. Temperatures are similar to most other 

eastern regions of the United States near the same 

latitude with a 30 year mean temperature norm of 16 - 

18° C [40]. With a gentle climate and few natural borders 

to hinder its growth, Memphis and its suburbs extend 

urbanization for kilometers eastward away from the 

Mississippi River. The sprawling city supports a 

population of 650 thousand people according to the 2020 

census, putting it within the top 30 largest cities by 

population in the U.S. [41]. 

From the Iowa Environmental Mesonet climate data 

repository, discrete data for the airport weather station 

(see 1.1.1.1Table 1) was mined for climate data from 

January 1st, 1980 to September 22nd, 2021 [42]. The 

available features were pared down, eliminating features 

that depicted the same base variable, that were recorded 

as categorical, or contained significant data gaps in the 

station's history. 

The final features included hourly temperatures in 

degrees Celsius, wind speed in miles per hour, relative 

humidity, dew point in degrees Celsius, 1-hour 

precipitation in mm, and sea pressure in millibar 

(1.1.1.1Table 2). Scrapper codes are implemented to take 

the raw data in multiple different time steps and average 

them into a daily time step. Gaps in the data at the hourly 

or 15-minute level were eliminated, while single-day 

gaps were bridged with an average between the day 

before and the day after the gap. The daily temperature 
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was designated as the dependent variable, and the other 

variables were defined as independent variables. 

 

Figure 1. Inset map outlining the location of the Memphis 

International Airport in Memphis, TN. 

Table 1. Memphis International Airport Weather Station 

Metadata. 

ID 
Latitude 
(Degree) 

Longi

tude 
(Degr

ee) 

Elevation from sea 
level 

MEM INTL 
ARPT 

-89.985 
35.06

11 
87 

Table 2. Features and parameters used in this study 

Data Role Temporal scale and 

Unit 
Average Temperature Target Daily, °C 

Dewpoint Featur

e 

Daily, °C 

Relative humidity Featur

e 

Daily, % 

Wind Speed Featur

e 

Daily, MPH 

Barometric sea 

pressure 
Featur

e 

Daily, milibar 

1-hour Precipitation Featur

e 

Daily, inch 

 

2.2. Machine Learning Methods 

2.2.1. Single Model ML Methods 

Single models contain only one method in their procedure, 

unlike ensemble models, which contain multiple methods 

combined. In this study, four different single models were 

used and compared. This section discusses the single 

models used in this study. 

Linear regression (L.R.) 

Linear regression (L.R.) utilizes a linear curve based on 

the best fit criterion to estimate the trend of a dataset 

[43]. L.R. can be used with single or multiple variable 

datasets [35]. With a single variable, the method 

minimizes a single objective function based on that 

variable. A multiple variable regression also uses a 

single objective function, but the method combines the 

individual objective functions of each variable using a 

weighting scheme first [44]. The elasticity in the 

weighting schemed is determined using two parameters, 

L1 and L2. Once set up, the method minimizes the error 

between the line and the best fit criterion, producing the 

best fit line for prediction. 

k-Nearest Neighbor (kNN) 

The k-Nearest Neighbor (kNN) regression 

operates on the concept of spatial dependency [45]. 

The method averages the value of the nearest k 

neighbors around an event to predict its value, 

rewarding closer events and penalizing far events. The 

optimal number of neighbors (k) is determined in 

training the method, as it governs the predictive values 

and computational efficiency. Further optimization 

through various weighting schemes, transformation 

schemes, and rejecting schemes is common in 

literature, allowing this simple method to make more 

complex predictions and classifications [46]. 

Support Vector Machine (SVM) 

The Support Vector Machine (SVM) regression 

method depends on feature classification and 

develops a hyperplane between classes. The vector 

lengths and variance between the features and the 

plane are minimized. Most common types of kernels 

can be used with SVM, including Euclidean, 

Gaussian, Exponential, and Dirichlet kernels [47]. 

The objective function for SVM regression includes a 

coefficient derived from the cost analysis that helps 

determine the flatness of the hyperplane formed [48]. 

This provides user input in modifying the SVM 

method to fit unique datasets. 

Artificial Neural Network (ANN) 

The ANN as a widely used machine learning 

technique, captures the nonlinear pattern between the 

input and target series by using the error 

backpropagation learning algorithm, also called the 

least-mean-square (L.M.S.) algorithm [35, 49, 50]. A 

typical feed-forward network consists of a hidden layer 

with nodes, input, and output layers [35]. The number 

of hidden layers and neurons in each hidden layer 

should be specified using the trial-and-error approach. 

The widely used feed-forward network multilayer 

perceptron (M.L.P.) was used for this study due to its 

popularity [51]. For training the ANN model, the 

Levenberg–Marquardt (L.M.) method is suitable for 

finding an optimum solution [49]. The Levenberg–

Marquardt algorithm is often characterized as more 

stable, efficient, faster, and less likely trapped in local 

minima than other optimization algorithms [52]. 

2.2.2. Ensemble-Model ML methods 

Nowadays, the application of ensemble ML 

models has increased dramatically in fields such as 

hydrology and hydrometeorology due to the high 

efficiency in prediction [53, 54]. Ensemble models 
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combine several ML training algorithms to obtain 

higher training and testing accuracy [35, 54, 55]. These 

compound ensemble models are grouped into bagging, 

boosting, and stacking categories based on the types of 

models used [35]. Bagging and boosting methods use 

multiple similar models or homogeneous models, 

whereas stacking uses heterogeneous models [55]. This 

study will incorporate one bagging ensemble model 

(Random Forest) and one boosting ensemble model 

(Adaptive Boosting) to compare their predictive 

capability in reference to the temperature time series. 

Random Forest 

Random Forests (R.F.s) are bagging ensemble models 

that use several decision trees as base-learners to produce 

more accurate results [56]. Individual trees are created by 

the bootstrap sampling process from training data and use 

the set of random parameters as their roots and nodes [53, 

54]. Multiple decision trees provide stability over a single 

tree by reducing over-fitting and averaging the results [53]. 

The three main parameters for the R.F.s are the number of 

trees in the forest at each binary node, the number of 

randomly selected predictors, and the minimal number of 

observations at the nodes of the trees [57, 58]. 

Adaptive Boosting (AdB) 

Adaptive Boosting is a boosting ML algorithm, where 

strong learning algorithms effectively boost the weak 

learning algorithms. AdB needs to define the number of 

basic learners (n) as a parameter [35]. AdB creates basic 

learners with low accuracy during the training process and 

improves based on the previous ones [53]. By this process, 

the AdB dynamically updates the training weight by 

following the performance of the base learning algorithms 

[59]. 

2.3. Performance Measure 

To compare the predictive capability of different ML 

algorithms, the following evaluation metrics are used, 

which have been used in many studies to evaluate the results 

in various fields: (1) Pearson's correlation coefficient (r), (2) 

coefficient of determination (R2), (3) The index of 

agreement (d), (4) Nash-Sutcliffe efficiency (NSE), (5) 

Mean absolute error (M.A.E.), (6) Root mean square error 

(RMSE), (7) Percent bias (PBAIS), (8) and the RMSE-

observations standard deviation ratio (R.S.R.) [32, 35, 60, 

61]. 

Pearson's correlation coefficient (r) and coefficient of 

determination (R2) both measure the degree of collinearity 

between observed and simulated values [35]. The 

correlation coefficient (r), which ranges from -1 to 1, 

measures the linear relationship between the parameters. 

Here, r = 0 means no linear relationship exists, whereas r = 

+1 or -1 mean positive and negative correlation respectively 

[62]. R2 interprets the proportion of the variance in the 

observed values that is explained by the model. Typically, 

R2 varies from 0 to 1 where the higher values suggest less 

variance in the observed dataset [61]. 

The agreement index (d) is the standardized agreement 

measurement between the predictions and observations 

given by equation 1 and varies between 0 to 1 [63]. Here, d 

= 1 means a perfect agreement between the observed and 

predicted values, and 0 means no agreement [55, 61]. 

𝑑 = 1 −
∑ (𝑌𝑖

𝑜𝑏𝑠 − 𝑌𝑖
𝑠𝑖𝑚)

2𝑛
𝑖=1

∑ (|𝑌𝑖
𝑠𝑖𝑚 − 𝑌𝑚𝑒𝑎𝑛| + |𝑌𝑖

𝑜𝑏𝑠 − 𝑌𝑚𝑒𝑎𝑛|)2𝑛
𝑖=1

 (1) 

Nash-Sutcliffe efficiency (NSE) is a normalized 

statistic determining the relative magnitude between the 

noise and information [64]. NSE variers between 0 to 1 

for the acceptable performance and can be described by 

Eq.(20) [55, 62]. 

𝑁𝑆𝐸 = 1 − [
∑ (𝑌𝑖

𝑜𝑏𝑠 − 𝑌𝑖
𝑠𝑖𝑚)

2𝑛
𝑖=1

∑ (𝑌𝑖
𝑜𝑏𝑠 − 𝑌𝑚𝑒𝑎𝑛)

2𝑛
𝑖=1

] (2) 

Mean absolute error (M.A.E.), and root mean 

square error (RMSE) can be described using the Eqs. 

(3-4) below. Both M.A.E. and RMSE indicate perfect 

fit when close to 0. However, RMSE is a better tool 

than M.A.E. since it increases significantly when there 

are significant differences between the observed and 

simulated values [61, 65]. 

𝑀𝐴𝐸 =  
∑ |𝑌𝑖

𝑜𝑏𝑠 − 𝑌𝑖
𝑠𝑖𝑚|𝑛

𝑖=1

𝑛
 

(3) 

𝑅𝑀𝑆𝐸 =  √∑ (𝑌𝑖
𝑜𝑏𝑠 − 𝑌𝑖

𝑠𝑖𝑚)
2𝑛

𝑖=1

𝑛
 

 

(4) 

Percent bias (PBAIS) calculates the average 

tendency of the simulated data to be larger or smaller 

than their observed counterparts as in Eq. (5) [66]. 

Positive and negative values indicate underestimation 

and overestimation bias, respectively [61, 62]. 

𝑃𝐵𝐴𝐼𝑆 =  [
∑ (𝑌𝑖

𝑜𝑏𝑠 − 𝑌𝑖
𝑠𝑖𝑚)𝑛

𝑖=1 ∗ (100)

∑ (𝑌𝑖
𝑜𝑏𝑠)𝑛

𝑖=1

] (5) 

RMSE-observations standard deviation ratio 

(R.S.R.) is the ratio of the RMSE and the standard 

deviation of the measured data as shown in Eq. (6). 

Better model performance means lower R.S.R. or, in 

other words, lower RMSE [62]. 

𝑅𝑆𝑅 =  
𝑅𝑀𝑆𝐸

𝑆𝑇𝐷𝐸𝑉𝑜𝑏𝑠
=  

[√∑ (𝑌𝑖
𝑜𝑏𝑠 − 𝑌𝑖

𝑠𝑖𝑚)
2𝑛

𝑖=1 ]

[√∑ (𝑌𝑖
𝑜𝑏𝑠 − 𝑌𝑚𝑒𝑎𝑛)

2𝑛
𝑖=1 ]

 

 

(6) 

For equations (1 through 6), n is the total number 

of observations, Yi
obs is the ith observation of the 

temperature time series data, Yi
sim is the ith simulated 

value of the temperature time series, Ymean is the 

mean of the temperature time series. Table 3Error! 

Reference source not found. summarizes the criteria 

for the before mentioned statistical methods used in 

finding a better predictive model. 

2.4. Machine Learning Tool for Implementation 

In this study, data sorting and filtering were done 

using Excel VBA. First, statistical trends were 

conducted using a Microsoft Excel add-on called 

XLSTAT. Then ML algorithms were carried out using 
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an open-source data mining software called Orange, 

developed by the University of Ljubljana [67, 68]. 

This software is based on the python programming 

language and is well used in different fields of 

hydrology by various researchers [35, 69, 70]. 

3. Results and Discussion 

3.1. Data Correlation 

Before applying learning algorithms to a data set, 

specific characterizations must be checked in the data. 

First, it is paramount to check the collinearity between 

the features themselves and between the features and 

the target.  

 

Table 3. General performance ratings of the statistical indices (Adopted from [62]) 

Performance Rating RANGE 

RSR NSE PBIAS (%) RMSE MAE INDEX OF AGREEMENT, 

d 

Very Good 0 ~ 0.5 0.75 ~ 1 ≤ ±10 0.1 ~ 0.25 0 1 

Good 0.5 ~ 0.6 0.65 ~ 0.75 ±10 ~ ±15 0.25 ~ 0.5 Not Defined Not Defined 

Satisfactory 0.6 ~ 0.7 0.5 ~ 0.65 ±15 ~ ±25 0.5 ~ 0.75 Not Defined Not Defined 

Unsatisfactory > 0.7 < 0.5 ≥ ±25 0.75 ~ 1.0 1 0 

 

Collinearity among the features and target data were 

evaluated and shown in Table 4. This table shows that the 

collinearity among the features was relatively low as required 

for learning methods. The sea pressure and dew point were 

higher than the rest but remained within an acceptable range. 

3.2. Mann-Kendall Test 

Second, the Mann–Kendall (M–K) tests for the time 

series data were developed and are shown inTable 5. The p-

values of the Mann–Kendall (M–K) tests indicated trends in 

temperature and in each of the input features through time 

since the threshold value (p-value) was less than 0.05. The 

positive value of Kendall's τ indicated a positive upward 

trend; therefore, the temperature, dewpoint, and 1 hour 

precipitation time series, which were already known to have 

trends, were proven to have positive upward trends. On the 

other hand, relative humidity, wind speed, and sea pressure 

had downward trends. Sen's Slope, which refers to the slope 

of the trend, showed that the temperature time series had a 

positive trend of 0.005 0C per day, which is a clear indication 

of climate change in this region. The 1-hour precipitation 

trend, which had also been identified as a positive trend, was 

minimal as the Sen's Slope was only 0.00003 mm per day. 

3.3. Training and Prediction Results 

ML methods were used to predict the temperature pattern 

in the study area using the provided feature data sets. The 

combined data set contained 15241 records of daily 

temperature, dew point, relative humidity, wind speed, sea 

pressure, and depth of 1-hour precipitation from 1/1/1980 to 

9/22/2021. The training set included 12785 records for the 

date range from 1/1/1980 to 12/31/2014. Training data were 

then randomly split into two parts, 80% for training, 20% for 

testing. Data from 1/1/2015 to 9/22/2021 were preserved for 

the validation/prediction step used in deciding on the best 

method Error! Reference source not found.). It was 

observed by [71] that considering the prior twenty-four hours 

of atmospheric data to predict the temperature at a certain time 

resulted in the most accurate forecasting. Therefore, in this 

study, we used the previous day's data, including dew point, 

relative humidity, sea pressure, and 1-hour precipitation, to 

predict the temperature for the day of interest. 

Table 4. Features collinearity and correlation matrix 

Features Dewpoint Relative Humidity Wind Speed Sea Pressure 1-hour Precipitation 

Dewpoint 1.0000 - - - 

- 

Relative Humidity 0.3727 1.0000 - - 

- 

Wind Speed -0.1215 0.0827 1.0000 - 

- 

Sea Pressure -0.5778 -0.3265 -0.2113 1.0000 - 

1 hour Precipitation 0.0938 0.2761 0.0989 -0.1464 1.0000 

Table 5. Mann–Kendall (M–K) Statistics and their corresponding p-value at 5% significance level for the Memphis International Airport 

Weather Station. 

M-K test Sen's Slope Kendall's τ 
p-value 

(two-tailed test) 
alpha, ɑ Test interpretation 

Temperature 0.00586 0.019 0.000 0.05 Trend in Series 

Dewpoint 0.00356 0.012 0.027 0.05 Trend in Series 

Relative Humidity -0.00746 -0.016 0.004 0.05 Trend in Series 

Wind Speed -0.00694 -0.066 <0.0001 0.05 Trend in Series 

Sea Pressure -0.00434 -0.024 <0.0001 0.05 Trend in Series 

1 hour Precipitation 0.00003 0.059 <0.0001 0.05 Trend in Series 
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Orange software (Version 3.29.3), a python-based 

and open-source application, trained the ML models. 

Figure 3 shows the schematic of the ML model training 

and prediction steps. In the first stage, the data sampler 

split the input data into training and test data sets. The 

training data set was introduced to the ML models in the 

second stage, and the training process started. For the 

third stage, each of the models was tested using the test 

data set. The training stage was done many times using 

trial and error to obtain the best results. When the best 

results for the training stage were achieved, the 

validation/prediction data set was introduced to the 

trained models, and the results were compared to the 

observed data set. 

. 

 

 

Figure 2. Schematic of the workflow and the Orange Software workspace 

 

Figure 3. Temperature time series including the Training and Validation data sets 

 

Training step accuracy was measured by seven unique 

indexes, including the coefficient of determination (R2), the 

index of agreement (d), the Nash-Sutcliffe efficiency 

(NSE), the mean absolute error (M.A.E.), the root mean 

square error (RMSE), the percent bias (PBAIS), and the 

RMSE-observations standard deviation ratio (R.S.R.). In 

this section, the results for every method were investigated 

more in detail. 

The first ML method was kNN, which was used to 

predict the temperature data. The optimal number of 

neighbors (k) after running the algorithm many times was 

six. The selected distance metric for the kNN method was 

Euclidian and uniform weighting was also used. Table 

7.Figure 4 (a) shows the correlation between the observed 

value and test results of the kNN method. The plot shows 

a perfect fit, but the accuracy for temperatures less than 

zero was slightly lower than temperatures greater than 

zero. 

The SVM method features were set and calibrated by 

trial and error. This produced cost and ε values of 5.2 and 

0.1, respectively. The kernel function, Radial Basis 

Function (RBF), was chosen for this study, and the gamma 

value was left to be calculated automatically by the 

software. Optimization tolerance and the iteration limit were 

0.001 and 600, respectively. Table 7.Figure 4 (b) shows the 
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correlation between the observed values and the SVM test 

results.  

The neural network used in this study is the multiple 

layer perceptron (M.L.P.) with backpropagation. Setting 

up the parameters of the ANN was done using multiple 

model runs. The number of hidden layers and the 

neurons were changed through these runs to obtain the 

best results for the test data. The best test results were 

observed for the model run with ten hidden layers and 20 

neurons in each layer. Table 7.Figure 4 (c) depicts the 

correlation between the observed values and the ANN 

results. The plot shows a perfect fit for the training step. 

As can be seen from the picture, ANN had problems with 

temperatures over 30o C. 

Table 7.Figure 4 (d) shows the correlation results for 

the Linear Regression, which indicates a perfect fit. 

Parameters for the Linear Regression were also 

determined by trial and error with a final value for the 

alpha of  0.012 and L1 and L2 values for elastic mixing 

of 0.5. 

The first ensemble model used in this study was the 

Random Forest model. The number of Trees was set to 20 

based on many trial and error runs. Table 7.Figure 4 (e) 

shows the correlation between the Random Forest results 

and the observed temperature. As established from Table 

7.Figure 4 (e), this method was trained very well, and the 

results were highly accurate. However, the accuracy is 

slightly lower for temperatures less than -5 degrees C.  

The second ensemble model tested was the Adaptive 

Boosting (AdB) model. The best results were obtained when 

the number of estimators equaled 80, and the learning rate 

was 1. The classification algorithm was set as SAMME 

(Stagewise Additive Modeling using a Multi-class 

Exponential loss function), and a square regression loss 

function was used [72]. SAMME classification algorithm is 

an extension on AdB that improves the ability of this 

method in multi-class classification and is used here to 

acquire the best results [72]. Table 7.Figure 4 (f) shows the 

AdB results versus the observation data. Results are similar 

to that of Random Forest as the training step was very 

accurate and successful despite slightly lower accuracy for 

temperatures less than -5 degrees C. 

As Table 7.Figure 4 shows, all the methods were well 

trained and acceptable. However, the SVM results were 

significantly inferior to the other methods. The ANN 

method with an R2 = 0.9040 and the SVM method with an 

R2 = 0.5560 were respectively the best and the worst trained 

models based on the R2 value. As Table 7.Figure 4 shows, 

all the methods were well trained and acceptable. However, 

the SVM results were significantly inferior to the other 

methods. The ANN method with an R2 = 0.9040 and the 

SVM method with an R2 = 0.5560 were respectively the best 

and the worst trained models based on the R2 value. 

 

Table 6. Performance ratings for the ML models for the test dataset. (Highlighted cells show the best method in each performance indicator 

column.) 

METHOD RSR NSE MAE INDEX OF AGREEMENT, d PBIAS (%) RMSE R2 

KNN 0.0236 0.9764 1.0180 0.9940 -0.7324 1.3631 0.8893 

SVM 0.3767 0.6233 5.0778 0.9012 28.1201 5.4490 0.5560 

ANN 0.0173 0.9827 0.8852 0.9957 -0.4695 1.1694 0.9040 

Linear Regression 0.0211 0.9789 0.9861 0.9947 -0.1969 1.2896 0.9010 

Random Forest 0.6329 0.3671 5.3492 0.8253 -0.5337 7.0636 0.8930 

AdB 0.0136 0.9864 0.7650 0.9966 -1.0957 1.0371 0.8860 

 

However, R2 is not enough to compare the training 

results. Therefore, six more performance indexes were 

used to compare the methods. Error! Reference source 

not found.Table 6 shows the RSR., NSE, M.A.E., Index 

of agreement, PBIAS, and RSME values for all the 

methods. According to Error! Reference source not 

found., all the methods showed an acceptable 

performance except SVM. Among the methods, ANN 

showed the best performance based on three indicators: 

NSE = 0.9827, Index of Agreement = 0.9957, and an R2 

= 0.9040. AdB method was the best method based on a 

different set of three indicators: RSR = 0.0136, MAE = 

0.7650, and RMSE = 1.0371. The linear regression 

method worked best based on the PBIAS indicator alone, 

with an absolute value of 0.1969. The SVM method 

resulted in the weakest results by means of all seven of 

the performance indicators. From the training results, it 

was concluded that the ANN and AdB models provided 

the best-trained networks. 

The next step was to investigate each trained 

model's performance in predicting temperature for future 

dates. Daily data from 1/1/2015 to 9/22/2021 were used 

to validate and choose the best method for average daily 

temperature prediction. The independent variables of 

relative humidity, dewpoint, wind speed, sea pressure, 

and 1-hour precipitation for the mentioned period were 

introduced to the trained models, and the resulting 

temperature predictions were compared to the observed 

temperatures.  

Error! Reference source not found. shows the 

correlation between the predicted values and the 

observed values for all six models. As can be seen from 

the pictures, the highest R2 was achieved using ANN 

and Linear Regression with R2 = 0.8960 and R2 = 

0.8930, respectively. On the other hand, SVM resulted 
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in the least accurate prediction with an R2 = 0.4980. It 

also could be seen in Error! Reference source not 

found. (b) that the SVM predictions had multiple values 

that did not lie close to the trendline, indicating several 

outputs with unacceptable accuracy. For further 

comparison, the other six performance indexes were 

calculated and reported in Table 7.  

In Error! Reference source not found., the ANN 

and Linear Regression methods outperformed the other 

methods, even the ensemble model methods. The R.S.R. 

index reported the ANN and Linear Regression 

predictions to be the best among the methods. The NSE 

index also indicated the superiority of the ANN and 

Linear Regression methods. The M.A.E., Index of 

Agreement, RMSE, and R2 showed the same story. The 

one indicator that differed from this trend was the 

PBIAS, which indicated that the Random Forest had a 

slightly lower absolute value than the ANN or Linear 

Regression methods. Overall, the training step for ANN 

showed the best performance in the prediction step, 

while the training step for the SVM method had the 

weakest predictions 

Although the performance of most of the methods 

was outstanding and accurate, ANN showed the most 

accurate results to predict the temperature. Error! 

Reference source not found. shows the ranking of the 

methods based on the prediction step's performance. 

Overall, ANN obtained the best prediction accuracy 

among all the methods. Error! Reference source not 

found. compares the ANN results with observed values. 

Table 7. Performance ratings for the ML models for validation/prediction data set. (Highlighted cell shows the best 

method in each performance indicator.) 

METHOD RSR NSE MAE 
INDEX OF 

AGREEMENT, d 
PBIAS (%) RMSE R2 

KNN 0.1141 0.8859 2.2618 0.9690 -0.2966 3.0621 0.8860 

SVM 0.5020 0.4980 5.5916 0.8534 26.9938 6.4242 0.4980 

ANN 0.1045 0.8955 2.1217 0.9719 -0.5290 2.9307 0.8960 

Linear Reg. 0.1071 0.8929 2.2066 0.9715 0.2811 2.9679 0.8930 

Random Forest 0.1077 0.8923 2.1805 0.9715 0.2345 2.9758 0.8920 

Adaptive 

Boosting 
0.1147 0.8853 2.2208 0.9701 -0.5605 3.0709 0.8850 

 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 

 

(f) 
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Figure 4. Correlation between observed and test outputs for (a) kNN and (b) SVM, (c) ANN, (d) Linear regression, (e) Random Forest, 

and (f) AdB 

 

Figure 5. Correlation between observed and validation outputs for (a) kNN, (b) SVM, (c) ANN, (d) Linear regression, (e) Random 

Forest, and (f) AdB. 

Table 8. ML methods ranking based on their performance 

Rank RSR NSE MAE 

INDEX OF 

AGREEMENT, 
d 

PBIAS (%) RMSE R2 Overall 

1 ANN ANN ANN ANN 
Random 

Forest 
ANN ANN ANN 

2 
Linear 

Regression 
Linear 

Regression 
Random 
Forest 

Linear 
Regression 

Linear 
Regression 

Linear 
Regression 

Linear 
Regression 

Linear 
Regression 

3 
Random 

Forest 

Random 

Forest 

Linear 

Regression 
Random Forest KNN 

Random 

Forest 

Random 

Forest 

Random 

Forest 
4 KNN KNN AdB AdB ANN KNN KNN KNN 

5 AdB AdB KNN KNN AdB AdB AdB AdB 
6 SVM SVM SVM SVM SVM SVM SVM SVM 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 

 

(f) 
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Figure 6. Comparing ANN results with the observed values 

4. Conclusion 

In this study, meteorological time series data were 

extracted for the city of Memphis from the International 

Airport Weather Station, including air temperature, 

dewpoint, relative humidity, wind speed, sea pressure, and 

1-hour precipitation values. Data covered almost 21 years, 

from 1/1/1980 to 9/22/2021. First, collinearity and 

correlation between the features were evaluated, revealing 

no sign of correlation. Using the Mann-Kendall test, trends 

within the data were studied. Mann-Kendal's test showed 

that all the time series have trends, which validated climate 

change in the area. Relative humidity, wind speed, and sea 

pressure showed negative trends while temperature, 

dewpoint, and precipitation trends were positive. 

The primary purpose of this study was to compare the 

capability of different ML methods in predicting air 

temperature for studying climate change.   

Therefore, six ML methods, including LR. kNN, 

SVM, ANN, Random Forest, and AdB were used to 

predict the temperature. Data from 1/1/1980 to 

12/31/2014 were selected as training data. Then, 20% of 

the training data set was randomly selected for the test, 

and the remaining 20% were used to train the ML 

methods. The test results showed that, except for SVM, 

the methods were well trained. SVM had the least R2 

value, which was equal to 0.5560. To help decide the best 

trained method, the six other performance indicators were 

included: R.S.R., NSE, M.A.E., Index of Agreement, 

PBIAS (%), and RMSE. Each of the performance indexes 

claimed different ML methods as the best trained. 

However, three out of six performance indicators showed 

ANN as the most suitable method. 

The next step was to predict the temperatures for the 

validation/prediction period from 1/1/2015 to 9/22/2021. 

As expected, the R2 results revealed that SVM had the least 

accuracy in predicting the temperature. On the other hand, 

the other five methods performed well, with similar results 

to one another in terms of R2. Therefore, the other six 

performance indexes were calculated for the results of each 

ML method. The analysis showed that in the prediction 

step, ANN was superior to all other methods in five out of 

six performance indicators. Random Forest was the only 

method that obtained better results than ANN in terms of 

the PBIAS index. However, the difference between the 

PBIAS of ANN and Random Forest was very slight. By 

considering the training and validation/prediction results, 

the ANN method's superiority over the other ML methods 

in air temperature prediction was concluded in Error! 

Reference source not found.. 

From this study, it was observed that the ANN ML 

method was the best method for predicting temperature 

values when using dewpoint, relative humidity, wind 

speed, sea pressure, and 1-hour precipitation values as 

dependent variables. Future studies in climatology in 

regions around Memphis, TN should consider using ANN. 
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